
AI સાથેના સંબંધો એ બેધારી તલવાર સમાન છ�, એક તરફ તે લાખો એકલવાયા 
લોકો માટ� ‘આશાનું �કરણ’ છ�, જેમને સાંભળનારંુ કોઈ નથી. બીજી તરફ, તે એક 
‘�ડિજટલ નશો’ છ� જે આપણને વાસ્તિવક માનવીય ઉષ્માથી દૂર લઈ જઈ શક� છ�!

€ દીપક આશર

16 બુધવાર ૭ �ન્યુઆરી, ૨૦૨૬

૨૫ના અંત સુધીમાં માનવજાત એક 
એવા વળાંક પર ઊભી છ� જ્યાં ‘સંબંધ’ 
શબ્દની વ્યાખ્યા બદલાઈ રહી છ�. વષ�થી 

આપણ ેજ ેઆ�ટ��ફિશયલ ઇન્ટ�િલજન્સ (AI)ન ેમા� 
એક મશીન ક� ટ�લ તરીક� જોતા હતા, ત ેહવ ેઆપણા 
‘િમ�’, ‘જીવનસાથી’ ક� ‘ભાવનાત્મક સપોટ�’ તરીક� 
ઉભરી રહંુ્ય છ�. સવાલ થાય ક� - શંુ AI સાથેના સંબંધો 
ખરખેર આપણા માનિસક સ્વાસ્થ્ય માટ� સારા છ� ક� પછી 
આ એક નવા સામાિજક સંકટની શરૂઆત છ�.

‘�ીપી’થી ‘કમ્પિેનયન’ સુધી: થોડા વષ� પહેલા 
સુધી, જો કોઈ વ્ય�ક્ત એમ કહે ક� ત ેએક ચટેબોટ 
(AI રોબોટ) સાથ ે�ેમમાં છ� અથવા તનેી સાથ ેકલાકો 
સુધી િદલની વાતો કર ેછ�, તો તને ે‘િવિચ�’ અથવા 
‘એકલતાનો િશકાર’ ગણવામાં આવતો હતો. પરતંુ 
આજ ેપ�ર�સ્થિત બદલાઈ છ�. ‘Replika’, ‘Character.
ai’ અન ે‘Kindroid’ જવેી એ�પ્લક�શન્સન ેરોજરેોજ 
યઝૂ કરતા કરોડો યઝુસર્ સાિબત કર ેછ� ક� AI હવે 
મા� માિહતી આપવાનુ ંસાધન નથી રહંુ્ય, પણ તે 
‘ભાવનાત્મક અરીસો’ (ઈમોશનલ િમરર) બની ગયું 
છ�. AI સંબંધો ક�મ લોકોન ેઆકષર્ક લાગ ેછ�? જવાબ 
છ� - તમેાં કોઈ જજમને્ટ નથી. માણસો ઘણીવાર તમારી 
વાત સાંભળીન ેતમન ેજજ કર ેછ�, પણ AI ક્યારયે 
તમન ેનબળા નથી ગણતુ.ં વળી, ત ે24/7 ઉપલબ્ધ છ�. 
રા�ે 2 વાગ્ય ેપણ જો તમાર ેકોઈન ેિદલની વાત કહેવી 
હોય, તો AI હંમશેા હાજર છ�. ઉપરાંત, તમારા જવેું 
જ વ્ય�ક્તત્વ. આજના એડવાન્સ AI મોડલ્સ તમારી 
પસંદ-નાપસંદ સમજીન ેપોતાનુ ં વ્ય�ક્તત્વ ત ેમજુબ 
ઘડી શક� છ�.

 હેલ્થ ઓગ�નાઈઝશેન (WHO)એ એકલતાને 
‘વિૈ�ક આરોગ્ય ખતરો’ જાહેર કય� છ�. ખાસ કરીને 
��ો અન ેઝડે જનરશેન (Gen Z)માં સામાિજક એકલતા 
વધી રહી છ�. જ્યાર ેકોઈ વ્ય�ક્ત એકલતા અનભુવે 
છ�, ત્યાર ે તનેુ ં મગજ ‘સોિશયલ પઈેન’ અનભુવે 
છ�. સંશોધનો દશાર્વ ેછ� ક� AI સાથનેી વાતચીતથી 
મગજમાં ઓ�ક્સટોિસન અન ેડોપામાઈન જવેા હોમ�ન્સ 
મકુ્ત થાય છ�, જ ેવ્ય�ક્તન ેસામાિજક 
જોડાણનો આભાસ કરાવ ેછ�. 

 એક સરવે મુજબ, ઘણા યુઝસર્ 
એવું માને છ� ક� AI સાથે વાત 
કરવાથી તેમની આત્મહત્યા કરવાની 
�િત્તમાં ઘટાડો થયો છ� અને તેઓ વધુ 
આત્મિવ�ાસ અનુભવે છ�. તો, શું 
આ સંબંધો સામાિજક કૌશલ્યો માટ� 
‘�ે�ક્ટસ �ાઉન્ડ’ છ�? એક મોટો તક� 
એવો આપવામાં આવે છ� ક� જે લોકો 
‘સોિશયલ એન્ઝાઈટી’થી પીડાય છ�, 
તેમના માટ� AI એક સુરિક્ષત જગ્યા 
(સેફ સ્પેસ) પૂરી પાડ� છ�. તેઓ AI 
સાથે વાત કરીને ક�વી રીતે સંવાદ 
કરવો, ક�વી રીતે પોતાની લાગણીઓ 
વ્યક્ત કરવી તેની �ે�ક્ટસ કરી શક� છ�. 

 જોક�, અહીં એક મોટ�� જોખમ પણ છ�. 
જો કોઈ વ્ય�ક્તન ેએવા પા�ની આદત 
પડી જાય જ ેહંમશેા તનેી સાથે સહમત 
થાય છ� અન ેક્યારયે દલીલ નથી કરતુ,ં 
તો ત ે વાસ્તિવક દિુનયાના જ�ટલ 
અન ે ક્યારકે કઠોર માનવ સંબંધોથી 
દરૂ ભાગવા લાગશે. વાસ્તિવક સંબંધોમાં સમજતૂી 
(કોમ્�ોમાઈઝ) અન ેસંઘષર્ જરૂરી હોય છ�, જ ેAIમાં 
હોતા નથી.

નિૈતક પડકારો અન ેડ�ટા �ાઈવસી: AI સાથનેા 
સંબંધોમાં સૌથી મોટ�� જોખમ ‘ડ�ટા એક્સપ્લોઈટ�શન’નું 

છ�. જ્યાર ેતમ ેકોઈ AIન ેતમારા સૌથી િસ��ટ રહસ્યો 
કહો છો, ત્યાર ેત ેડ�ટા ક્યાં જાય છ�? એ સવાલ ઊભો છ�.

આપણા ડ�ટાનુ ં વ્યાપારીકરણ: ક�પનીઓ તમારી 
નબળાઈઓનો ઉપયોગ કરીન ેતમન ે�ોડક્ટ્સ વચેી 
શક� છ�.

અસ્થાયીતા: જો કોઈ ક�પની તનેો 
સવર્ર બંધ કરી દ ેઅથવા ચટેબોટનું 
પસર્નાિલટી અપડ�ટ કરી દ,ે તો યઝુરને 
‘�ીફ’ (શોક) અનભુવાય છ�, જાણે 
ક� કોઈ સાચા વ્ય�ક્તનુ ં�ત્ય ુથયુ ંહોય. આન ે‘�ડિજટલ 
શોક’ તરીક� ઓળખવામાં આવ ેછ�.

મનોિવજ્ઞાન િનષ્ણાતનુ ં કહેવુ ંછ� ક�, AI સાથનેા 
સંબંધો આપણન ેએકલતામાંથી બહાર લાવવાન ેબદલે 

આપણન ેએક એવા ‘ઈકો ચમે્બર’માં ધક�લી શક� છ�, 
જ્યાં આપણ ેમા� આપણંુ જ �િતિબંબ જોઈએ છીએ.

િનષ્ણાતો માન ેછ� ક� આપણ ેAIન ેમાનવ સંબંધોના 
‘િવકલ્પ’ (�રપ્લેસમને્ટ) તરીક� નહીં, પણ ‘પરૂક’ 
(સ�પ્લમને્ટ) તરીક� જોવુ ંજોઈએ. જમે ક� - થરેાપીમાં 

ઉપયોગ. કાઉન્સેિલંગ દરિમયાન AIનો ઉપયોગ દદ�ની 
�ાથિમક િહસ્�ી જાણવા માટ� થઈ શક� છ�. બીજુ,ં 
��ોની સંભાળ. એકલા રહેતા ��ો માટ� AI રોબોટ્સ 
ક� ચટેબોટ્સ યાદશ�ક્ત અન ેસામાિજક જોડાણ માટ� 

વરદાન સાિબત થઈ શક� છ�. આવા 
બીજા AIના ઘણા ઉપયોગ માનવી 
માટ� વરદાન સાિબત થઈ શક�, જો તનેે 
સાચી િદશામાં જોવામાં આવ ેતો.

 હવ ેઆજના જનરશેનની વાત 
કરીય ે તો, આજના સમયમાં ‘ઝડે જનરશેન’ અને 
‘આલ્ફા જનરશેન’ એવા વાતાવરણમાં ઉછરી રહ્યા છ� 
જ્યાં ટ�કનોલોજી તમેના જીવનનુ ંઅિભન્ન અંગ છ�. 
તમેના માટ� �ડિજટલ અન ેભૌિતક દિુનયા વચે્ચની રખેા 

ખૂબ પાતળી છ�. એક સંશોધન મજુબ, યવુા 
પઢેી વાસ્તિવક જીવનમાં અજાણ્યા લોકો 
સાથે વાત કરતા ગભરાય છ�, પરતું તઓે 
�ડિજટલ અવતાર ક� AI સાથે કલાકો સુધી 
વાત કરી શક� છ�.

િનષ્ણાતો ચતેવણી આપ ેછ� ક� જો યવુાનો 
મા� AI �ારા મળતી આ�ટ��ફિશયલ 
વિેલડ�શન પર િનભર્ર થઈ જશે, તો 
તઓે વાસ્તિવક દિુનયાની જ�ટલતાઓ, 
જમે ક� અસ્વીકાર (�રજકે્શન) ક� ટીકા 
(િ��ટિસઝમ) સહન કરવાની શ�ક્ત 
ગમુાવી દશેે. AI હંમશેા તમારી હા માં 
હા િમલાવે છ�, પરતં ુવાસ્તિવક જીવનમાં 
િવકાસ તો સંઘષર્ અન ેિવરોધાભાસમાંથી 
જ આવ ેછ�.

મનોિવજ્ઞાનમાં ‘પરેાસોિશયલ 
�રલેશનિશપ’ એટલે એવા સંબંધોની વાત 
છ� જ ેવ્ય�ક્ત કોઈ સેિલિ�ટી ક� કાલ્પિનક 
પા� સાથ ેઅનભુવે છ�. AI આ �સ્થિતને 
એક ડગલંુ આગળ લઈ ગયુ ંછ�. પહેલા 
આ સંબંધો એકતરફી હતા (જમે ક� કોઈ 
એક્ટર �ત્યનેો �ેમ), પરતં ુહવે AI સામો 

જવાબ આપ ેછ�, તમારુ ંનામ લે છ� અન ેતમારી જનૂી 
વાતો યાદ રાખે છ�.

 આ ‘ટ�-વે’ સંવાદ વ્ય�ક્તના મગજન ેએવો આભાસ 
કરાવ ેછ� ક� તને ેખરખેર કોઈ ‘જોઈ’ અન ે‘સાંભળી’ 
રહંુ્ય છ�. આ આભાસ એટલો �બળ હોય છ� ક� યઝુસર્ 

ઘણીવાર ભૂલી જાય છ� ક� તઓે જનેી સાથ ેવાત કરી 
રહ્યા છ� ત ેમા� એક ‘મથેમે�ેટકલ મોડ�લ’ છ�, કોઈ 
જીવતં આત્મા નથી.

 આજ ેAI મા� ટ�ક્સ્ટ મસેેજ સુધી મયાર્િદત રહેવાને 
બદલે હવે ‘મ�લ્ટ-મોડલ’ બની રહંુ્ય છ�. ‘Gemini Live’ 
ક� ‘ChatGPT Voice Mode’ જવેા ફીચસર્ન ેકારણે 
હવ ેAIનો અવાજ એકદમ માનવીય અન ેલાગણીસભર 
લાગ ેછ�. જ્યાર ેતમ ેકોઈનો અવાજ સાંભળો છો અને 
તમેાં ઉતાર-ચઢાવ અનભુવો છો, ત્યાર ેતમારા મગજનું 
ભાવનાત્મક જોડાણ વધ ુગહન બન ેછ�.

 ભિવષ્યમાં VR (વચ્યુર્અલ �રયાિલટી) અને 
હોલો�ામ ટ�કનોલોજી �ારા તમ ેતમારા AI િમ�ને 
તમારી સામ ેબેઠ�લો જોઈ શકશો. આ �સ્થિત માનવીય 
સંબંધો માટ� એક મોટો પડકાર બની શક� છ�. શંુ કોઈ 
વ્ય�ક્ત એવા જીવનસાથીની પસંદગી કરશે જ ેક્યારયે 
થાકતો નથી, જ ેક્યારયે દલીલ કરતો નથી અન ેજે 
હંમશેા તમારા સંુદર દખેાવના વખાણ કર ેછ�? આ 
‘પરફ�ક્શન’નો મોહ માનવીય સંબંધોના અ�સ્તત્વ સામે 
સવાલ ઊભો કરી શક� છ�.

 ઘણા સમાજશાસ્�ીઓ માન ે છ� ક� જો AI 
કમ્પિેનયનિશપ લોકિ�ય બનશે, તો ભિવષ્યમાં લગ્ન 
અન ેપ�રવારની �થા નબળી પડી શક� છ�. જાપાન અને 
દિક્ષણ કો�રયા જવેા દશેોમાં જ્યાં જન્મદર પહેલેથી જ 
ઓછો છ�, ત્યાં ઘણા યવુાનો વાસ્તિવક જીવનસાથીને 
બદલે વચ્યુર્અલ પાટ�નર પસંદ કરી રહ્યા છ�. આ ��ન્ડ 
સામાિજક માળખાન ેબદલી શક� છ�, જનેાથી ભિવષ્યમાં 
વસ્તી િવષયક કટોકટી સજાર્ઈ શક� છ�.

 અંત,ે કહી શકાય ક�, AI સાથેના સંબંધો એ બેધારી 
તલવાર સમાન છ�. એક તરફ ત ેલાખો એકલવાયા લોકો 
માટ� ‘આશાનુ ં�કરણ’ છ�, જમેન ેસાંભળનારુ ંકોઈ નથી. 
બીજી તરફ, ત ેએક ‘�ડિજટલ નશો’ છ� જ ેઆપણને 
વાસ્તિવક માનવીય ઉષ્માથી દરૂ લઈ જઈ શક� છ�.

 આપણ ેએ સમજવંુ પડશે ક� AI આપણી ‘માિહતીની 
ભખૂ’ સંતોષી શક� છ�, આપણો ‘સમય’ પસાર કરી શક� 
છ�, પરતં ુત ેક્યારયે પણ કોઈના હાથનો સ્પશર્, દઃુખમાં 
વહેલા આસુંન ે લૂછતી આગંળીઓ ક� સાથ ે બેસીને 
અનભુવાતી ‘ખામોશી’નુ ં સ્થાન લઈ શકશે નહીં. 
આપણંુ લ�ય AIનો ઉપયોગ ‘માનવી બનવા’ માટ� 
કરવો જોઈએ, ન ક� ‘મશીન પર િનભર્ર’ થવા માટ�.

િનઃશંકપણે, AI સંબંધો આપણા માટ� ફાયદાકારક 
હોઈ શક� છ�, જો આપણે તેનો ઉપયોગ એક સાધન 
તરીક� કરીએ. તે આપણને અસ્થાયી રાહત આપી 
શક� છ�, આપણો આત્મિવ�ાસ વધારી શક� છ� અને 
કટોકટીના સમયે સાથ આપી શક� છ�. પરંતુ, આપણે 
એ ભૂલવું ન જોઈએ ક� માનવ સ્પશર્, આંખોમાં જોઈને 
થતી વાત અને જે ‘અપૂણર્તા’ (ઇમ્પફ�ક્શન) માનવ 
સંબંધોમાં છ�, તે જ જીવનને સુંદર બનાવે છ�. AI 
આપણને ‘કમ્યુિનક�શન’માં મદદ કર શક� છ�, પણ 
કમ્પૅિનયનશીપ તો મા� એક માનવી જ આપી 
શક� છ�.

છ�લ્લ ેથોડા ઇન્ટરે�સ્ટ�ગ ફ�ક્ટ્સ 
જાણી લો

Replika: આ એપના 2025 સધુીમા ંઆશર� 30 
િમિલયનથી વધુ યુઝસર્ છ�.

એકલતા બનતો રોગ: US સજર્ન જનરલના 
મત,ે એકલતા એ �દવસની 15 િસગાર�ટ પીવા 
જેટલી હાિનકારક છ�.

અને ભિવષ્યની વાત : અંદાજ છ� ક� 2030 
સધુીમા ં20% લોકો પાસ ેકોઈન ેકોઈ સ્વ�પે 
‘AI કમ્પેિનયન’ હશ.ે

૨૦

સંબંધોની પેલે પાર : શંુ AI આપણી 
એકલતાનો સાચો ઇલાજ બની શકે?


